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No matter how much data we have and how much more we know, we never see enough and most often miss the big picture - dimension, the proportions of the possible, of reality. ... Today, we as individuals only know a fraction of the body of knowledge, therefore we need the artificial overview and navigational tools to grasp our world intellectually and emotionally. (Günther, 113)
Introduction
Data without context is meaningless. A table of numbers without any metadata to describe the data is just a bunch of numbers. At the other end of the spectrum, where there is too much data (data deluge) can make interpretation of the data impossible. Visual abstraction has long been used to give data context and to reduce extra data into more easily perceived relationships. Essentially data visualization is a graphical representation of data, and can be implemented in anything from charts and graphs to more complex maps of data. In Western culture the use and interpretation of charts, graphs and maps starts at a young age, and forms the basis of a visual language, which can be used with increasing complexity to create or reveal meaning from large quantities of data.


As technology has advanced, hooking database data into data visualization tools has become a viable and necessary option. The highly structured data of databases lends itself to the dynamic creation of visualizations. The human mind is trained to find patterns in the noise, but we need to be able to see both the noise and the patterns in order to find the regularities. The framework of the database and database querying can fit easily into existing data visualization tools, and as a reconfigurable table of data it is more flexible than existing data sources. The future of this development lies with interactive artists, statisticians, and computer and information scientists, who are trying to push the boundaries of creating meaning and ultimately questioning what can serve as data, from words to emotions and the links between people.


In this report we will explore the many factors that make up data visualization. We will start with a brief history of data visualization to give some context to later developments. This is followed by a discussion of the merits of the use of data visualization over other methods of interfacing with data. This is then followed by a description of the typical system's architecture, in order to understand how data visualization tools can be used with databases. This is followed by a more in-depth look at the various algorithms that can be used to visualize data. Data visualization systems are ruled by standards and the marketplace, thus a brief discussion of these factors are covered as well as some of the available software. The report then wraps up with a discussion of future directions for data visualization.

A Brief History
The seminal example of the reduction of data into visualization is that of the population density of France. One representation has a map of France, broken up by county each of which depicts a number that represents the population. This first representation is very useful for finding the exact population density of a given county, which can be found by location. In the second representation, the population density is represented by dots, whose diameter corresponds to the relative density of the location of the dot. This second representation is much better at being able to show the population densities in comparison to one another and the overall distribution of France's population.


While data visualization seems to be the most intuitive way to interface with complex data, the field of data visualization is relatively young. In 1786, William Playfair first published an article using two time-series curves plots, or line plots that show the change over time. He used this graphical means to show the balance of England's imports versus their exports over time, and the other showed the relationship between the prices of goods, wages and the reigning monarch. A remarkable amount of data can be seen in these simple charts that would not have made as much sense to the reader as a table. After publishing this article Playfair went on to develop the bar and pie charts. These pie charts were further developed by Florence Nightingale into the Coxcomb, which can maintain the pie chart's ability to display relativity, but with an added dimension, which makes it look like the circular version of a bar graph.


Maps have been made for millennia, but only in the mid 1800's, were maps first used to plot data relevant to area. Dr. John Snow created one of the first data visualization maps in order to determine the cause of the 1854 cholera epidemic. This tool gave irrefutable evidence to Snow and others of the cause of the epidemic, which was the water supply. Without the correlation of cases to area, the case may never have bee solved. Charles Minard also used the map as a basis for the depiction of chronological events. His most famous map was that of Napoleon's Russian campaign of 1812, which ended in a crushing defeat. The map contained information such as the locations of battles, which receive a dot and name along the route, and the number in Napoleon's army by the thickness of the line showing the overall route of the campaign. The advance and the retreat are also shown in different colors to better differentiate and to show the drastic loss in soldiers from beginning to end.
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Figure 1: Minard’s depiction of Napoleon’s Russian Campaign.


Although the use of clever tricks such as line thickness can help show more than two dimensions of the data, so far these graphical inventions have only been implemented in two dimensions. In the late 1860's representation of data in three dimensions was invented by Gustav Zeuner and Lewin, and one of the earliest printed examples if that of a figure showing the population of Sweden from 1750-1875 by Luigi Perozzo. The graph's three axis show the count by age group over time. Another way to escape the two dimensional plane was through the use of contour plots. Contour lines had been used to show altitude in maps, but it was not until Léon Lalanne Vauthier used these contours to depict temperature data in 1843, that this idea had been applied to data. For a more thorough discussion of the historical development of data visualization tools and practices, please consult Edward Tufte's The Visual Display of Quantitative Information.


Development of data visualization since the 1800's has reflected statistical development, because the field relies so heavily on statistical methods to determine the relevant numbers and reduce groups of numbers into averages, means, medians and other more meaningful aggregate functions. With the advent of computers and their computational speed, the ability to create charts and graphs with greatly facilitated. The development of statistics and graphing packages greatly influenced production, but the same visual tools that Playfair and the others mentioned above developed have been the standard graphical implementation. Computers have reached a maturity and saturation that has lead to the development of new forms of data visualization during the past two decades. More recent developments have included interactive data visualization which can quickly respond to new data or collect data about the user to better refine the visualization which take advantage of the power to quickly recalculate and display to find unexpected patterns, and proximity mapping that use the relationships between people, concepts, or words to determine proximity.


While the data used for data visualizations needs to come from spreadsheets or tables, databases and their highly structured relationships are ideal for data visualization. Queries can be used to reduce database data into a table, which can then be used in visualizations. Because databases will hold more data and can be constantly updated and expanded, they form a richer source of data for data mining and other activities that involve so much data that data visualization tools are required for navigation. Databases that are hooked up to data visualization tools can dynamically reorganize data to create new meaning or create derived relationships that are more easily perceived graphically as in the case of proximity mapping.

Design
Statistical tools have been developed specifically to allow the derivation of significant patterns and numbers from raw data. Which begs the question of why data visualization would be needed at all. But not all relationships can be expressed through mean, median, range, and in order to understand more than one dimension of data it is necessary to move up to more than one dimension of display. Additionally not everyone is mathematically minded. There are three main types of learning, aural, visual, and kinetic, and the strengths of each person at perceiving run along similar lines. Where one person may be better at seeing a statistic and the context, for example the mean population density of Burgundy is 14 people per square kilometer, another person would much rather be able to see the population density as depicted in the map found in the Introduction. Using visual tools will thus give more options for presenting data to a potential audience.


Data visualization can come in the form of plots, charts and graphs, which typically have a dependent variable that varies with some independent variable such as time. Whether the data is then visualized as a line plot or bar chart depends more on aesthetic decisions than on functions of these different types of visualization tools, as both can be use to show change over time, can employ logarithmic scales to show significant differences, and can show more than one set of data for comparison. Pie charts are particularly good at showing relative breakdown, such as percentage parts per whole. Maps are excellent for the display of geographically varying information, and networks are a form of map that does not use geography as the format, but substitutes some other set of proximity relationships to determine a cartography.


These visual tools have been developed and fine tuned over the past two centuries to create the most meaning to the viewer. If the data visualization just served to confuse the reader, they would not be particularly successful, thus clarity and conciseness has been paramount. Color and patterns paired with a key or legend are used to differentiate. Just as line thickness and proximity can be used to make extra dimensions of data explicit. This development has been Western-centric, with most of the development happening in France and England. This is also where the teaching of data visualization tools are more prevalent, and while it allows easier perception of data relations that data cannot show, without training from a young age to think about data in visual terms is difficult.  For more information about semiology development, psychology, and standards, please consult Jacques Bertin's Semiology of Graphics.

Architecture
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Data visualization has traditionally and continues to only be implemented using a single table, such as one table of data over time, or one table of proximity relationships. The multiple table construction databases cannot fit directly within the semiological framework. In order to bridge the gap, queries can be used to construct single tables from the various tables that form a database. The data visualization programs that run off of databases use either canned queries that the programmer has set up or queries that can be dynamically generated through the front-end application. For instance a website could allow the user two pull-down menus, one with the possible dependent variables and the other with the possible independent variables, from these choices the query could be posed to the data and the visualization is returned. Databases tend to be living and breathing systems of records, which will continue to grow and change. As the database evolves, so will the resulting images.

Figure 2: the basic architecture of data visualization pulling from databases.

The tasks of generating displays are broken up in two different methods. The database itself is located at the server side, querying bridges the gap between the application program and the database. The data visualization itself can be calculated and displayed on the client-side taking advantage of the built in java capabilities of most browsers. The other option is for the calculation to be done on the server side and the image is displayed on the client-side. This second method gives the program designer more control over the eventual display of the image and will work independently of the browser.

Algorithms
The other major architectural issues are the algorithms used to generate proximity measurements or the details of how the images should be displayed. These algorithms can be aggregative functions, which combine a variety of parameters such as physical proximity or overlap of interests and co-authorship, giving weights to the parameters and then organize the data appropriately. In order to determine how the display is rendered there are algorithms to control the rendering resolution and the layout, including the scale of axis and the colors of used to differentiate.


An excellent example of display algorithms are the maps from the 2004 election, where voting on a five point scale from strong support of Bush to strong support of Kerry. At the state level this gradient made intuitive sense and was informative about the distribution of the nation's votes. The county level took this same intuitive display and revealed microscopic voting patterns that are subsumed in the macroscopic state-level views. There are multiple other ways of depicting this data, such as adding a third dimension which shows the number of votes logged per county, or scaling the map to show a more realistic view of the population in a given county. The decision to make the data available in any of these visualization methods is on the design side and the implementation is performed by the algorithms.
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Figure 3: Four visualizations of the same 2004 election data.


Radial & hyperbolic trees. Radial and hyperbolic trees are both an effort to create a combination of focus and context for visualizing and navigating large hierarchies or related data. In both tree displays, the center is where the focus lies and the surrounding layers are further from the central point and foreshortened to minimize distraction. The radial tree equally splits the branches from any given point and collapses each subsequent layer as regularly as [image: image4.jpg]possible, as can be seen in the figure to the left. The hyperbolic tree [image: image5.jpg]on the other hand, uses a nonlinear focusing technique to distribute the branches on the Euclidean plane as can bee seen in the figure to the right. Both of these tree visualizations are easier to understand than a traditional hierarchy view, and it comes down to preference as to which should be implemented on a hierarchy for easier navigation and comprehension.
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Treemap. While the treemap algorithm sounds like it would be very similar to the radial or hyperbolic trees, it is much different. Instead of using the center as the point from which everything radiates, the center is broken up into boxes using space filling algorithms of the closest points from the center. These boxes are then broken up into the next level of points. This is referred to as a parent-child relationship, where the parent is broken up into the children, and these children are the parents for the next level of division. This method of space filling is well suited for constrained spaces, but is otherwise difficult for the user to understand. When combined with color density metrics, it is possible to reveal patterns and highlights as can be seen in figure n, where the color is correlated to the number of points scored by basketball team members.
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Self-organizing & clustering maps. These maps utilize color density metrics and proximity to show quantity of similar documents and similarity respectively. Similarity is determined by matching index terms, and the quantity is generated by counts, once the similarity has been determined. Through this process similarity can be used to determine the layout of the map, hence it is self-organizing. This algorithm is an interesting way to organize a large collection of documents, and be able to retrieve similar documents given a seed document of interest.
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Multidimensional scaling. This mapping technique distributes points by calculating a vector of proximity. The vector can be composed of more than one dimension, for instance south and east or citation and co-citation, as the following figure depicts. This type of mapping supports visualization of similarity where more than one variable is being used to measure similarity. The more dimensions are used, the better the fit of the map to the real world situation and subsequent data. Databases support the addition of multiple dimensions of data, by allowing the user to easily bring in a new dimension to see if the effects are significant, and give them the option of adding another dimension or recalculating.

Standards, regulatory & market issues
The movement from text to graphics within the World Wide Web has spurred the development of toolkits, which include database conversion programs and algorithms for display. Being based in the Web, the toolkits rely mostly on web-friendly languages for development. As such Java has become the lingua franca of data visualization. Java is extremely robust and platform independent, which in turn has spurred developers to contribute their code to the variety of libraries that support Java. Standards such as the Java Enterprise Edition (J2EE) or Standard Edition (J2SE), Java's tool for connecting to databases (JDBC), JavaScript, and Java's Architecture for XML Binding (JAXB), XML Processing (JAXP), and XML Registries (JAXR).


Java is owned by Sun Microsystems, which makes the open source programming community uneasy about relying so heavily on this single platform for the development of data visualization tools. At any time Sun could start charging for the privilege of using their programming language, which would affect those in academia and anyone else who would like to share their code. This has been the fear since Java first started gaining momentum in the mid 1990's. Recently, a decision was made to make J2SE a completely open source programming language, and should be available by the middle of next year. This new version of J2SE will be built from the ground up in Apache, which will not compromise any of the proprietary Sun developed Java code. Although the code will be produced by a group of Apache developers, Sun has given the project, known as Harmony, their approval.


Structured Query Language, or SQL, is the standard for querying relational database structures to exact data. As mentioned earlier, because the visualization tools can only be run on a spreadsheet of data, there is a heavy reliance on the use of queries to join various tables and extract a single table of data to be interpreted by the visualization tools. SQL is a national standard computer language regulated by ANSI, but not every version of SQL works in the same way. Fortunately, there are a few core commands that define the language as SQL and need to work the same for all versions. SQL is not owned by anyone, which leads to the variation of non-core commands. Proprietary and nonproprietary versions of SQL will function differently to try to lock-in costumers who are afraid to make the switch to some other version. The version of SQL being used should not affect the ability of visualization tools to perform their operations because it is the output data that is important to the performance of the tools.


While the standards of databases and other software affect data visualization, there are also standards that standardize the depiction of data. Tufte's rule of thumb for how data should ethically be depicted is this, "The representation of numbers, as physically measured on the surface of the graphic itself, should be directly proportional to the quantities represented." (p.57) There are a number of ways this rule can be broken. For instance the visualization can have scales that change or scale breaks that are unmarked. Another problem is the use of graphics that focus more on the design than on the conveyance of information, which can lead to misrepresentation of data for aesthetics. Other means of misrepresenting data can be deviating from standard language of display we are taught from such a young age, such as switching the dependent and independent variables. For more standards relating to the ethical depiction of data, please consult Edward Tufte's The Visual Display of Quantitative Information or Niels H. Veldhuijzen's How to Lie with Graphs.

Software
Most data visualization products rely on Java's visual display and rendering libraries and tools for program development. Within academic research groups such as Indiana University's InfoVis Cyberinfrastructure, there has been some development of data visualization toolkits that come with libraries of display algorithms and tools. These open source toolkits require programming on the part of the designer, to call the various functions, hook the database up to the visualization software, and to set up a Java Applet or JavaScript browser-based user interface. Some effort has been put into making more intuitive and less programming based data visualization programs, such as Processing, which was designed for artists to learn how to program and can be hooked up to a database to generate images.


For commercial data visualization there are a number of programs that are based on Java on the same libraries, but provide value-added services that facilitate the process. These products include Visual Mining, HoneyComb by the Hive Group, and TH!NKMAP. These options offer the designer tools to easily hook into their existing database or to convert their database to a more appropriate format and then hook into it. Algorithms are more easily generated and implemented. The whole system can be easily configured without much programming on the part of the designer. If problems occur, the products come with product support packages, which can help the designer troubleshoot the program. Best of all they offer more refined graphics and clean user-interface templates. Purchase of one of these packages over development using the open source tools would depend on the scope and budget of a data visualization project.

Future evolution & cultural dimensions
In the past, the evolution of data visualization was pushed by scientists looking for a better way to display their results. As the field has matured, artists have embraced data visualization tools. From the graphic designer's perspective, the how the data is visualized and laid out for maximum understanding is the new frontier or graphic design. The creators of Wired Magazine's Infoporn section have continuously pushed the envelope on how graphic design and graphs intersect. The fine artists on the other hand view data visualization tools and databases as a new medium for artistic expression, which fits under the new media and interactive art genres. These artists are coming up with new ways of looking at data as well as questioning our ideas of what can be data. They area also using data and its visualization as a paint brush of sorts, to generate beautiful images.


Interactive art involves the viewer, and in the case of this new medium we find cases of the artist using the viewer as a data point. They are asked to supply information, as in George Legrady's Pocket full of Memories, 2001, where the viewer scans a personal item and then fills out a questionnaire about the item. This information is used to classify the object and relate it to similar objects. This array of personal objects is then displayed on large screens, where they can see their object in relation to others. Another example on this interactivity is They Rule, 2001 by Josh On & Futurefarmers. This website contains a database of corporations and their directors, which can be rearranged around a focal point of the viewer's choosing. The view can use the site to perform research into structure of power and they are asked to contribute what they know or any significant discoveries that were made during their research.


As a visual generating tool, databases are excellent for holding structured data that can easily be taken advantage of. Lev Manovich's Soft Cinema, 2002 pulls from databases of images, text, and music from different cities. Software that Manovich wrote queries the database using keywords and the edits them into little stories. Geert Mul's 100 000 Streets, 2002 also uses the city as the focal point of the piece, but takes a different direction with it. The piece combs the internet for images and audio, and then uses data clustering to create new combinations of the materials into an array, which ultimately shows that cities look the [image: image9.jpg][image: image10.jpg]same the world over.


As a canvas, data forms new and exciting images that are simultaneously computer generated and organic. Ben Fry's Valence, 1999, depicted above, shows how words are semantically linked within a text. As the text reads through, the sphere slowly grows and new term bump out to the next valence shell, with the initial growth being very rapid, and then slowing as the natural patterns of language have been established and are repeated throughout the text. Casey Reas's process 4, 2005 randomly generates it's own data, and then shows the boundaries and relationships using the density of black to show off closer relationships. In the randomness, patterns emerge, and we are treated to an image that could be a photograph of densely packed bubbles.


Artists have also joined in on the development of data visualization tools, for instance the program Processing which is a sketchbook for artists to try out their data visualization algorithms in a simple programming environment. Interdisciplinary programs that cater to the intersection between art and statistics are slowly growing in number.  The MIT Media Lab and UCLA's Design | Media Art Departments are part of the few programs that value this experimentation in perception. Between the computational assistance and the testing of boundaries as to what constitutes data and data visualization, this is the group to look towards for new developments in data visualization.

Conclusion
Data is what drives our world. We are in the information age, but there is only so much information one person can handle at a given time. We are therefore fortunate that this is the digital information age, so computers can be used to process our vast quantities of data into a more usable form. This usable for is data visualization. We can perceive much more from a visualization of data than from a table of numbers. Ironically this table of numbers is precisely what is used to create these visualizations. Tables that come from querying databases of data, and can be recombined on the fly to allow us to use our highly tuned pattern recognition skills.


While the images created by data visualization may be very complicated, the underlying technology is relatively simple and ubiquitous. Databases are controlled by database management systems, which can pass queries to the database to retrieve tables of data. This data can have algorithms run on it and then it can be displayed to the user. This process pulls from a history of statistical, design, and computational innovations. From determining the algorithms to rules of ethical display to the creation of the Java and SQL tools that play a large role in data visualization today. And then there is the future of data visualization, which is being continued by the statisticians and information scientists, but really being pushed by artists who have embraced data visualization as a new medium for expression.
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